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Abstract—Past studies on multi-tool and multi-product (MTMP) processes have focused on linear systems. In this
paper, a novel run-to-run control (RtR) methodology designed for nonlinear semiconductor processes is presented. The
proposed methodology utilizes kernel support vector machines (KSVM) to perform nonlinear modeling. In this method,
the original variables are mapped using a kernel function into a feature space where linear regression is done. To elim-
inate the effects of unknown disturbances and drifts, the KSVM expression for the KSVM controller is modified to
include constants that are updated in a manner similar to the weights used in double exponential weighting moving
average method and the control law for KSVM controllers is derived. Illustrative examples are presented to demonstrate
the effectiveness of KSVM and its method in process modeling and control of processes. Even if there is limited data
in process modeling, KSVM still has the good capability of characterizing the nonlinear behavior. The performance
of the proposed KSVM control algorithm is highly satisfactory and is superior to the other MTMP control algorithms in

controlling MTMP processes.
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INTRODUCTION

In recent years, there has been a strong interest in feedback con-
trol in the semiconductor manufacturing industry, particularly in
the area of wafer processing. Many studies have been conducted to
determine the right amount of control inputs at the appropriate time
to get the specified process outputs. The need to get the right amount
of control inputs is particularly important in reducing the incidence
of producing off-spec products, and hence in lowering the cost of
operation. Presently, model-based run-to-run (RtR) control, is widely
used in the semiconductor industry to get the right amount of con-
trol inputs and keep quality variables close to design specifications.
It adjusts the setpoints of the individual process controllers based
on the ex-situ measurements of past runs and on the calculated re-
sponses of an assumed model to update the inputs for the next run
[1,2]. The assumed model is usually built for a particular set of manu-
facturing contexts, called control threads, which specifies the com-
bination of tools, products and other sources of product quality varia-
tions. Different batches run under the same control threads yield
the same process outputs for the same control inputs.

In multi-tool and multi-product (MTMP) processes, the number
of threads can be very large because of the production of many dif-
ferent products and the use of many tools. The production volume
of different products is highly uneven. Although there are some prod-
ucts that have many batch runs, other products, called low-runner
products, have only a few batch runs. In such a “high mix” produc-
tion setting, a model built for control threads of low-runner prod-
ucts will not be accurate due to inadequate input-output data. This
necessitates sharing of information among different control threads
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and building of a general model that is non-threaded. The inputs to
such a model are control inputs and context variables, and the rele-
vant parameters are tool-specific and product-specific constants [3].

The studies done on non-threaded modeling and control of MTMP
processes assumed that the process model is linear. However, there
are many semiconductor processes that exhibit small to large non-
linearity in behaviors. Linearization of these process models will
approximate the behavior within a small range around the normal
operating conditions, but the process may operate outside the range
as it responds to setpoint changes and drifts due to aging of equip-
ment. The support vector machine (SVM), a method based on sta-
tistical learning, has been used in regression and its generalization
performance (i.e., error rates on test sets) either matches or is sig-
nificantly better than that of the other methods. In performing linear
regression, a balance is made between the accuracy of data repre-
sentation and the structure of the approximating model [4,5]. By
using a kernel function to map non-linearly the original variables
into a higher dimensional feature space wherein linear regression is
done, a modified version of SVM called kernel support vector ma-
chines (KSVM) can also do nonlinear regression [6]. KSVM is par-
ticularly suited to nonlinear modeling of MTMP processes since
ordinary regression methods may not yield good results due to its
small information size for each processing context.

This paper proposes a novel run-to-run control technique which
utilizes KSVM for nonlinear semiconductor processes. The KSVM
method used in the control algorithm is modified, which enables
the KSVM control system to eliminate effects of unknown distur-
bances and drifts. This paper is organized into five sections. After
the introduction, the second section reviews the current state of RtR
control of MTMP processes and EWMA control of linear systems.
The third section develops the KSVM method for modeling of non-
linear processes. Then the KSVM based controller law for control
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of nonlinear processes is developed in Section 4. An illustrative ex-
ample is given to demonstrate the effectiveness of the KSVM model
and the KSVM controller in Section 5. The conclusions are given
in Section 6.

REVIEW OF RUN-TO-RUN CONTROL
OF MTMP PROCESSES

In the general (“non-threaded”) model, the control input for batch
1 is designated by x;, which is a scalar. The process output is desig-
nated by y;, which is a scalar. Aside from control inputs, additional
inputs need to be provided in terms of context variables. The con-
text variables for batch i determine the state of processing encoun-
tered in run i and are designated by a row vector a, ,, which con-
sists of mostly zeros and a few ones. For a multi-tool and multi-
product process of K tools and D products, a, ; would contain K+D
elements. The first K elements refer to the tool category and the /th
element of a, ; is nonzero only if the /th tool is used. The last D ele-
ments refer to the product category and the K+m th element of a, ;
is nonzero if m th product is produced.

For N runs, the control input vector X, process output matrix y
and context matrix A, are defined in Egs. (1) to (3).
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Combining x; and a, , for batch 1 into the model input z, the model
can be assumed generally to be

yi :f(xb au, ,):f(ZI-) (4)

where f{e) is the function relating y to x for run i and the relation-
ship between y and x is often determined empirically. The schematic
diagram of the operating variables for the processes is shown in
Fig. 1.

In the past, studies on modeling of high-mix processes were fo-
cused on the linear process model given by

Yi:bxr+ao, £

Q)

where b refers to gain matrix and ¢ refers to matrix of tools and prod-
ucts.

There are various methods mentioned in the literature on esti-
mation of ¢ [7-9]. One method is JADE (just in time adaptive dis-
turbance estimation). Another method is RLS-EFRA (recursive least
squares-exponential forgetting and resetting algorithm). Since the
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=% xd M process model is linear, the conventional EWMA (exponentially
Y=y ol 2 weighted moving average) controller can be used. Even for the linear
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Fig. 1. MTMP variable schematic diagram.
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process, the tool and product specific constants are difficult to deter-
mine because the context variables are confounded with each other
and the system is poorly excited. Furthermore, if the process model
is nonlinear, process modeling and control using the EWMA con-
troller coupled with JADE or RLS-EFRA will not be satisfactory.

MODELING OF NONLINEAR MTMP PROCESSES

Designed for nonlinear processes, a novel RtR methodology based
on KSVM is developed. KSVM has the excellent generalization
performance that the model built using it from limited data would
still yield reliable results. KSVM can perform the nonlinear regres-
sion since it utilizes a nonlinear mapping of the original variables
into a feature space where the linear regression is done. Modeling
of the nonlinear system will be discussed first and then followed
by the development of the KSVM control algorithm.

Given a training data set of N points {z, y;}, with input data
7€ R"™ (m,=K+D+1) and output data y,€ R, the goal is to estimate
amodel of the form

m,

(@)=Y w,p(z)+h=w'®(z)+h ©6)

where m, is the dimension of ¢(x) space.

The following constrained optimization problem in the primal
space is to be solved for the best choice of the weight vector we
R" and the common bias h.

"
minJ(w,e)= %WTW + %}/Zef st y,=w @(z)+h+e, Vi @)
w,b,e i=1

where the error vector ee R”, e=y~w’@(z)—h, and ¢((]): R"—
R™ is a function which maps the input space into a higher dimen-
sional (possibly infinite dimensional) feature space. yis a specified
trade-off coefficient between a smoother solution and training error
weighting and is taken to be 100 in applying SVM in this paper.
The constrained optimization problem is reformulated in the dual
space by constructing the Lagrangian. The solution of h can be found
by solving

0 1L |hi_|o ®
1, 2+7'1| a| |y

where y=[y, > y; -+ yal, L=[1 1 1 -+ 1], and 2=(z) p(z,) for
J, =1, . N o=[oq 05 o5 -+ 4] is the vector of the Lagrange
multipliers. According to Mercer’s theorem, a convenient kernel
choice K(z, z)) is
K(z,2)=0(z)" ¢(2),
The resulting LS-KSVM model for the functional estimation is

j’l:17...7N (9)

y(@)=3 aK(z,z)+h (10)
j=1

where ¢ and h are the least squares solutions to Eq. (8). The least
squares SVM with the radial basis kemel function K(z;, z)=exp(—(|z—
z||3)/0?) is used in this paper. If LS-SVM is used, the same proce-
dure is followed except for £2=z/z, and the kernel function used
should be K(z, z)=z'z, k, =1, ---, N. A detailed description of
SVM modeling can be found in the book by [10].
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DESIGN OF RTR CONTROLLERS IN MTMP

The objective for RtR control is to minimize the square of the
predicted error in tool k for batch i+1. The predicted error is the
difference between the setpoint and the output for tool k and batch
itl.

mjn\]k:min[ez.mek,m] an

Xk ist kixl

€+, the error obtained for batch i+1 and tool k is defined to be
Cr i+l Eyi’,’iﬂ_yk,iﬂ (12)

The KSVM model is modified by adding two constant terms to ac-
count for the presence of the unknown disturbances and drifts. These
constants are modified each batch in the same manner as the con-
stants in the dEWMA method by

y —|z.— 2’
Vi =Yeitag it dg = Z %exp[T}

n=1
+h+a,,,+d; . (13)
The term a, ;,, refers to bias correction and term d, ., refers to drift

correction. Both terms a, ,,, and d, ;,, are corrected at the end of each
batch for tool k using the form below.

0<A<1
0<A<1 (14)

a/(,,+|=/11(Yk,1_}A’k,,) +(1=-A)ay,
diii= j/z(}’k,z_}?k,, —a; )+ (1= A,)dy;

The control objective, minimization of square of the predicted error
€+, in tool k for batch i+1, becomes

c

Taking the derivative of the bracketed expression in Eq. (15) to zero,
we get

2
. o 4l _||Zn_zk,i+l||2 h _
min| y— Y ohexp| ——"— | —h—a, ,;—d 15)
Zhisl n=1

aJ a(y L i+ ) S| A
m:_zﬁ(ygﬁl_yk,ﬂ_akiﬂ_dk.r+]):O (16)

It is not possible to obtain an analytical expression for z, ;., based
on the above equation. With the first order Taylor approximation,
an estimate of the optimum z, ., satisfying Eq. (15) can be obtained
numerically. Using Egs. (17)-(19), an estimate of the optimum con-
trol input x, ,,, is obtained and this input is augmented with the con-
text variables a, , to get estimate of the optimum z, ;..
2

Xk,i+l|es,:Xk,r_ VK—O- 17

2_2;, (%= %)

where

feexp(- (x,—xk.,>—||aa,,;az,‘llz— a, —aj, Z) a8
and

K=yl had (19)

Eq. (17) provides an estimate of the control input needed. In this
paper, the controller implementing the action is called linear approxi-
mate KSVM controller. This estimate together with a, , can serve
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Fig. 2. Schematic diagram of MTMP control loops.

as an initial estimate of z ;,, and the objective function presented in
Eq. (15) is optimized to determine the optimum z, ;,,. The control-
ler implementing the action is called KSVM controller. A sche-
matic drawing of the control system is given in Fig. 2.

ILLUSTRATIVE EXAMPLES

The shallow trench isolation (STI) process is used here. The key
steps of STI processes involve etching of a pattern of trenches in
the substrate material, depositing of silicon or other dielectric mate-
rials to fill the trenches and removing excess dielectric using chemi-
cal-mechanical planarization [11]. According to the graph shown
by Kazuhiro, the etching depth y; can be a nonlinear function of
the etching time x; for batch i [12]. The nonlinear relationship of
the STT etching process is assumed as follows.

y=f(x, a, == 1.8287x/+10.283x+a, e+ Toy g+ & (20)

where y; is the output for ith batch and x; is the control input for the
ith batch. Let a, ; represent the context variable contribution for the
ith batch. g; , is an optional term accounting for the presence of drift
due to tool deterioration for tool k at batch i. It is assumed that for
batch i, tool k is used to produce product d. In testing for the effect

L a],h] ’_
| Controller, |« dEWMA
| | 1] 1
dl i+l
| N
I

p
Yiin

of drift due to tool deterioration, the drift term expression g; , in terms
of batch number i for any tool k is given to be
i-20

ST 21)

Ty, 1s an initial depth of product d and it is a random constant drawn
from Gaussian distribution of mean —0.0117 and standard deviation
of 1.02. In this example, three tools are used to produce four prod-
ucts, and bias matrix ¢ contains both the tool and product biases
and is given to be

c=[56 7 15 25 35 45]" (22)

The first three constants refer to the tool bias constants of tool 1, 2
and 3 and the last four constants refer to the product bias constants of
product 1, 2, 3 and 4. White noise &, at batch i and tool k is added
to y; using Gaussian distribution with zero mean and the standard
deviation of 1.0, 1.2 and 1.1 are given for tool 1, 2 and 3, respec-
tively.

Data has been generated for 50 batches. The product produced
is changed every 10 batches. The production schedule is shown in
Table 1. The first 30 batches of the data generated are used as a train-
ing data set and the last 20 batches are used as a test data set. Based

Korean J. Chem. Eng.(Vol. 27, No. 5)
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Table 1. Production schedule for model building

Tool\ .
Period Period I

Tool 1 Product1 Product1 Product3 Product4 Product3
Tool 2 Product 3 Product4 Product1 Product4 Product2
Tool 3 Product1 Product1 Product2 Product2 Product 1

Period II Period III Period IV Period V

Table 2. Production schedule for control purposes

Tool\ .
Period Period I

Tool 1 Product 1 Product2 Product3 Product4 Product 1
Tool 2 Product 2 Product3 Product1 Product1 Product2
Tool 3 Product3 Product4 Product1 Product2 Product3

Period II Period III Period IV Period V

on the training data, the KSVM method predicts correctly the pro-
cess outputs given the control inputs and the context variables. The
performance of the control system is evaluated in the presence of
persistent drift. For the testing case, a new, specified production sched-
ule is presented in Table 2. The setpoints for producing the differ-
ent products are 23, 30, 42 and 50 for products 1, 2, 3 and 4, re-
spectively. The effectiveness of the following control designs is com-
pared with the optimal KSVM controller:
1. Linear approximate KSVM controller: to test the effectiveness
of using linear approximate expression instead of the optimum con-
trol input
2. EWMA controller coupled with JADE or RLS-EFRA and SVM:
to test the effectiveness of process nonlinearity on linear process
controllers
3. Context-free KSVM controller: to test the effectiveness of the
context variables
1. Case 1: Comparison of Performance between Linear Ap-
proximate KSVM and KSVM RtRs

For the case, the linear estimate is used to design the optimal con-
trol action. It is of interest to determine whether more computations
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Fig. 3. Responses of linear approximate KSVM controller to drifts
in the STI process: —o: control data, ——: set point.
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Fig. 4. Responses of KSVM controller to drifts in the STT process:
—o: control data, ——: set point.

are warranted to obtain the optimal control action as presented in
Eq. (15) or the use of a linear estimate of the control input in Eq.
(17) will be sufficient for control purposes. The response of linear
approximate and KSVM controller to drifts due to aging is plotted
in Figs. 3 and 4 for linear approximate KSVM and KSVM control-
lers. KSVM tracks the setpoints slightly closer than linear approxi-
mate KSVM. The dEWMA constants are used for the three tools:

tool 1 A4=05 A4,=0.05
tool 2 A4=0.5 A4,=0.1
tool 3 A4,=0.35 A4,=0.1

The performance of KSVM is slightly better than that of linear
approximate KSVM controller since the former is able to track the
setpoint closer and faster.

2. Case 2: Comparison of Performance between JADE, RLS-
EFRA and KSVM Control Designs

A comparison of the performance is made between EWMA and
KSVM based control designs. It determines whether the control
action of EWMA coupled with JADE and RLS-EFRA controllers
would be sufficient to control the process so that the process outputs
track and eventually match the setpoint within the appropriate pro-
duction period in the presence of unknown disturbances and drifts.
JADE and RLS-EFRA would yield linear models. The response
of EWMA and KSVM control to drifts due to aging is plotted in
Figs. 5(a), 5(b) and Fig. 4, respectively. Offsets are observed for
EWMA/JADE controller and EWMA/RLS-EFRA controllers as
shown in Figs. 5(a) and 5(b), specifically: Tool 1 period I, Tool 2
Period IT and Tool 3 Period I and II. This comparison underscores
the importance of having a more accurate process model.

3. Case 3: Comparison of Performance between KSVM with
Context and Context-free Based Control Designs

The comparison of the performance is made between threaded
model-based control and non-threaded model-based control and
their responses to the unknown disturbances and drifts. The responses
of context-free KSVM control to drifts due to aging are plotted in
Fig. 6. It is sluggish and the offsets prevail over most of the produc-
tion period. It indicates that knowledge of context variables is critical
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Fig. 5. Responses of linear controllers to drifts in the STI process:

(a) JADE (b) RLS.
60 | I 1 v \'
g 40
> 20
00 5 10 15 20 25 30
60 | I 1 v \'
g 40
> 20
% 5 10 15 20 25 30
60 | Il 1 v \'
g 40
> 20
% 5 10 15 20 25 30

Fig. 6. Responses of context free KSVM control to drifts in the STI
process: —o: control data, ——: set point.

to the success of MTMP controllers.
CONCLUSIONS

A new RtR control methodology that is applicable for nonlinear
semiconductor processes is proposed. The nonlinear modeling is
done using KSVM which utilizes the radial basis function as the
kernel function. To eliminate the effects of the unknown disturbances
and drifts, the control law for the KSVM controller is derived. The
effectiveness of KSVM as a modeling technique and its controller
is demonstrated through an STI simulation study. The performance
of the KSVM control algorithm is superior to the other MTMP con-
trol algorithms in controlling processes. The effect of using other
kernel functions on the performance of KSVM is a topic of our future
research. Since process nonlinearity comes in many forms, it would
be helpful to establish some criteria to guide the selection of the
form of kernel functions for nonlinear modeling.
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